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ABSTRACT

This article investigates the relationship betwéemle and economic growth in Tanzania for the perfimm
1970 to 2016. The article utilises the Autoregresddistributed Lag Model known as the ARDL bouedstirig
to co-integration. In this article, it utilises aegeral-to-specific technique using the Ordinary $te&quare
(OLS) method on estimates, to come up with sigmificariables. Foreign direct investment, populatgrowth
and exchange rates were added to the model as reafply variables. The empirical evidence confirmes t
existence of a long-run relationship between setésfariables, implying that in the long-run, allrigbles can
move together. The empirical results of the analysveal that exports, imports, foreign direct isiveent and
exchange rates have a robust and significant imib@eeon economic growth in Tanzania. However, pdjpra
growth seems to have less insignificance compaoettid other variables. As far as policy is conceinine
government should revisit trade policy measuresotatrol imports and minimise trade deficit. Thidlwi turn
lead to momentous economic growth.
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INTRODUCTION

International competitiveness between countriestteditionally been assessed based on exports amkem
shares. Thus, an increasing part of internatiaaalet involves the importation of intermediates ¢oiritegrated
into the export of final and further processed rimediate goods (Wastyn & Sleuwaegen, 2013). Thezefo
country’s exports not only reflect the embodiedhtesdogy and relative endowments which charactetise
domestic production activities, but also the tedbgp and factor endowments of the partner countiies
which a partner country imports intermediate go@/dsussiegtet al, 2012; Wastyn & Sleuwaegen, 2013).
Several economic theories have tried to identifsiotes channels which could facilitate growth effecApart
from trade being regarded as an engine for groiktis, also believed to promote the efficient allbea of
resources and allow a country to realise the eco®nf scale (Busse & Kdniger, 2012). With thig tble of
trade on economic growth has received consideratiention and several studies have been conduoted t
determine the causal relationship between tradeeandomic grow (Makki & Somwaru, 2004). In Tanzania
however, the sector has not received as much iatteand it is difficult to find studies which quéigt the
subject sufficiently. It is against this backgrouhdt this article sought to analyse the relatigmbletween trade
and economic growth in Tanzania for the period fro®@0 to 2016. The rest of the article is organisefive
sections. The introduction is provided in Sectio®, lwhile Section 2.0 gives a brief picture of wad
performance in Tanzania. Section 3.0 presents weguwf literature together with theoretical modeddile,
methodology, analysis and empirical findings ascdssed in Section 4.0. The final part, Section &sists
of the conclusion and policy recommendations.

TRADE PERFORMANCE IN TANZANIA

Tanzania noted an increase in total trade of US$ 2dlion in 2015 from US$ 19.7 billion in 2014na
approximate of 4.57% increase. The increase in tatde was facilitated by the increase of impémen US$
12.8 billion in 2014 to US$ 14.7 billion in 2015high is an increase of almost 15.32%. This furtedrto an
increase in trade deficit by almost 51% from USS lillion in 2014 to US$ 8.9 billion in 2015. Indi€hina,
EU and Kenya were noted as the main trading pat(tfeAC, 2015). Tanzania also observed an increase i
imports by 16.6% from 12.8 billion in 2014 to US$.7 billion in 2015. By 2015, Tanzania’s main impor
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countries were China, India and EU which recordegairt values of US$ 2.9 billion, US$ 2.7 billioncabdS$
1.8 hillion, respectively. These imports includedinty petroleum products, motor vehicles, wheatnbra
pharmaceuticals, chemical products, electricalggeint and machinery.

On the other hand, Tanzania recorded a 15.27% akeeia exports from US$ 6,909.6 million in 2014U48%
5,854.25 million in 2015. It is difficult to quafyithe causes of the huge percentage decreaseportexout
since there was a presidential election in 201& pierceived instability during elections may hawared away
some traders. Nevertheless, the major exports g@ce cashew nuts, precious metals, tobacco, coffesame
oil and yellow tuna. The exports amounted to USK Hillion. Of these, US$ 833 million’s worth of exqts
were destined for India and SADC, respectively. &ipto COMESA countries and Japan were 5.85% and
3.94% of total exports, respectively. In 2015, tb&ume of re-exports increased from US$ 1.2 billio2014 to
US$ 2.0 billion. The share of re-exports to totaparts increased by 17.3%, from 2014 to 2015. Tée r
exported products among other things included liggdsels, fire-floats, motor vehicles, electricalipment,
spare parts, mineral fuels, fertiliser and machirgarts (EAC, 2015). Figure 1 shows the value gfogts and
imports in Tanzania between 1970 and 2016. Likewrs¢éhe beginning of 2017, Tanzania registeredralas
balance of payment of US$ 636.7 million, though ¢bentry recorded a drop of its exports and impdrtds
was a significant recovery from a deficit of US$318 million in 2016. The surplus was a result ofrent
account, which narrowed by half to a deficit of &billion due to a fall in imports. The annual inmpaill
decreased to US$ 7.8 billion in 2017 from the USStSllion recorded in 2016 (BoT, 2017).
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Figure 1: Tanzania's Exports and Imports (US$ at ctrent price in millions)

LITERATURE SURVEY

Theoretical Models: International trade theories

Among the pioneers of trade theories are RicardabHeckscher-Ohlin (H-O), both of whom concentrated
the determinants of global production. The Ricavtmlel investigated the association between teclyyodmd
production location of multinational firms. The n@denvisaged that production location is acquirgdthe
divergence in labour productivity that may be grbenh by the gap of production techniques betweentces.
Thus, each country has to produce goods with velgtihigher yields and to be able to import otheods.
Advanced technology increases productivity; that psoduction is concentrated in regions with higher
technology. The H-O model argues that productiaration is beaconed on the endowment factors raltizer
technical differences. Each country generates gasitsy available factors and sometimes exchangedsgo
using its available resources via internationatléraThe model also examines the effects of the \emdmt
factor on production, location and decision, arguinat production is concentrated in regions witiradant
resources. However, the model has several chakbengere technology cannot be acquired freely by any
business and also the factor endowment does nait ieghe factor price gap, as the factor pricedgalised
through international trade. Reinert (2008) conethidhat the Ricardian failure was a result of imappate
assumptions which always produced misleading arswer

Rybczynski Theory
This theory was developed by Rybczynski (1955) iandstigates the effects of an increase in the tifyaof a
factor of production against production, consumpigmd terms of trade within the context of the HJOdel.

75



Petro Sauti Magai

The theory argues that an increase in the factdowment causes an absolute expansion in the pioduat
goods and an absolute reduction in the productfaine commaodity using relatively little of the sarfeetor.
The theory also argues that an increase in fagtdowment is necessarily beneficial because a cpuan
export more, thus import more and consume more.édew Daniel (2000) calls this an export-biaseddra
strategy, stating that this could worsen termgadé by offsetting the positive impact of the irmme in factor
endowment. Nevertheless, while emphasising the fitapoe of increase in factor endowment on growth,
Colombatto (1900) argues that the export-biasedbtsdrategy can play an important role in the ghoprbcess
of developing countries. Three points were tablet to support his argument. First, growth of depéig
countries depends considerably on industrialisatieomugh in most cases their development is lowo8d, the
export promotion policies are not overly emphasiaedhe macro-economic factors are not conducited;T
exports make growth easier and lead to more savhigbker technological advancement and easier adoes
foreign loans.

Endogenous growth theories

The Endogenous Growth Theory emphasises the imp@taf economic growth within the economic field.
Some of the main contributors to this theory arenRo(1986), Lucas (1988), and Mankat al. (1992). The
model proposes ways by which growth in less dewaogountries could be accelerated by making maximum
and efficient use of available resources. The theoims at explaining both the degree of differenges
economic growth rate across countries and, a gred¢al of the growth observed and technological
advancement as a form of capital accumulation. @digethe theory states that the output per wolgeowth
per unit of labour) increases with the output papita (growth per unit of capital) with increasirage. Capital

is assumed to include both human and physical aagitis theory capitalises on the demise of thioBo
Model. Solow (1956) had failed to explain how tdetmine the GDP growth rate (Brzezinski & Dziekis
2009). Nevertheless, endogenous theories can ki tasdetermine the growth rate. Therefore, thisclart
employs the Endogenous Growth Model.

Selected Studies

The effects of trade have been analysed as a rfagtor for economic growth by many authors (Frankel
Romer, 1999; Rodriguez & Rodrik, 2000). Howevemsoof them noted the positive relationship betweade
and economic growth while others noted the oppogitevertheless, several studies by Were (2015) and
Edwards (1993) used cross-sectional data whilendé@fg their case on the effects of trade on ecoa@miwth
for different time periods. Studies by Musila anthéyis (2015), Lin (2000), and Trejos and Barbo2@al6)
used time-series data while studies by Zahonog@gpand Er and Ulaan (2013) used panel data for their
analysis. Digging from various studies, as mentibearlier, some have identified a positive reletlup
between trade and economic growth. For examplen@éiaal. (2009) investigated the effects of trade openness
on economic growth for the period of 1960 to 2000the sample size of 82 countries (22 developetGin
developing countries). They employed a simple ldafadaro Model and used a non-linear growth regress
on empirical analysis and came up with positivelltssLin (2000) examining the association betweade and
economic growth in China for the period of 1952897 employed a regression on the Econometric Mdtke|
found out that export and import growth, togeth@hwhe growth rate of the volume of trade, areifpay
correlated to the growth rate of the GDP per capifare (2015) examined the differential effectdrafle on
economic growth and investment based on cross-podata from 1991 to 2011 and a sample of 85 c@amitr
(developed, developing and least developing coesjttoupled with standard growth regression. Hadoaut
that trade is largely consistent with the posifimpact on economic growth though in LDCs, espegidibse in
Africa, the results become insignificant. Contribgtto positivity, Kim (2011) used instrumental isdale
threshold regressions while investigating whethade contributes to the welfare of an individuattie long-
run or not. Nevertheless, he concluded that tragmmess has a strong positive effect on growtrecésity for
developing countries. Also, Jouini (2015) obserpeditive results while analysing the link betweeoremic
growth and openness to international trade, betWw8&0 to 2010.

On the contrary, other studies have shown a negagihationship between trade and economic growilsilsl

and Yiheyis (2015) investigated the impact of tragenness on economic growth in Kenya from 1982020
using OLS regression on estimates. The study fahatl the aggregate trade openness negatively ispact
economic growth. Zahonogo (2016) examined the iogiship between trade and economic growth in 42
countries within Sub-Saharan Africa (SSA) from 19802012. The study employed a pooled mean group
estimation technique and concluded that trade agmnand economic growth do not move together in.SSA
Trejos and Barboza (2015) wrote a paper in regattié dynamic estimation of the relationship betwtade
openness and output growth in Asia, from 1950 tb02@oupled with a sample size of 23 Asian coustaied
using both a static OLS and a dynamic ECM estimatimdel, the paper concluded that Asia’s economic-
growth miracle is inversely proportional to tradeeaness. Egiand Ulgan (2013) using a Bayesian Model
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averaged the estimate of cross-country growth ssgras from 1960 to 2000, and found no evidencetthde
openness is directly correlated with economic ghoimt the long-run. Further, Wan (2015) came up with
negative results while investigating the correlati@tween trade openness and economic growth.

METHODOLOGY, ANALYSIS AND FINDINGS

Data and Variables

To analyse trade and economic growth in Tanzaisayariables and time series data for the periotivben
1970 and 2016 from the UNCTAD database were emgloys far as empirical analysis of the data was
concerned, the following model was created andesged in log form:

INGDP, = o + BiNEXP; + BAnIMP, + BsnPOR + B4nFDI + BsINEXR; + Epvvrrvererennen. 1)

Whereby, economic growth (GDP) is represented by G@al expressed in US dollars at constant piiices
millions. EXP stands for exports while IMP stands iimports and both are measured in US dollarauiaent
price, in millions. POP is the average growth impylation, while FDI is the inward flow of foreignirdct
investment expressed in US dollars at current piricenillions. Lastly EXR is the exchange rate,is the
interceptf; to fs are the coefficients of the respective variabisle ¢, is the random error term.

Descriptive Data Analysis

The descriptive statistics in Table 1 exhibits giresence of low standard deviation for all variahite this
article. This signifies that most of the numbershiese variables are very close to the mean. dtapears that
three variables - INnGDP, InEXP and InIMP - are tigkewed, while INnPOP, InFDI and InEXR are negdtive
skewed. Observing the Kurtosis of the data, théyaisaexhibits that all variables are platykurtgh¢rt-tailed)
except for INPOP and InFDI which are leptokurtizn@-tailed). A Jarque-Bera test of normality shakat the
residuals of INnGDP, InIMP and InFDI are normallystdibuted, while the remaining three variables ao¢
normally distributed. Also, the correlation coeificts show that some of the selected variablepeaséively
correlated and some are negatively correlated ®éith other. Nevertheless, some are highly corcelatel
others are weakly correlated. For example, InGDpositive and strongly correlated with all variablkexcept
for INnPOP which is negatively correlated. The dstaie provided in Table 1.

Table 1: Statistical Analysis of Selected Variables

INnGDP INEXP InIMP InPOP InFDI INEXR

Mean 9.563674 6.670292 7.47044( 1.116504 3.6571414.990557
Median 9.460340 6.252624 7.281083 1.136610 2.99573 6.004563
Maximum 10.76724 8.621054 9.400256 1.217828 78436 7.685744
Minimum 8.705012 5.507257 5.763183 0.935356 -41605| 1.948817
Std. Dev. 0.598603 0.986773 1.00266Y 0.066631 7308 2.225127
Skewness 0.481105 0.813784 0.629626 -1.346781 54904 -0.341818
Kurtosis 2.009635 2.258488 2.431633 4,194852 3478 | 1.375556
Jarque-Bera 3.733897 6.264343 3.737985 17.00410 422338 6.082931
Probability 0.154595 0.043623 0.154279 0.0002083 18m682 0.047765
Correlation

InGDP 1.000000

INEXP 0.944868 1.000000

InIMP 0.963065 0.957590 1.000000

InPOP -0.183100 -0.053877 -0.01420B8 1.000000

InFDI 0.796519 0.814960 0.728093 -0.37317B 1.000000

INEXR 0.906589 0.752270 0.809163 -0.354820 0.76501 1.000000

Source: Author's own computation

VAR Lag Order Selection Criteria

The lag length was chosen based on VAR Lag Ordiecten Criteria method where lag length n wasctek
All five (5) lag selection criteria confirmed thelsction of the lag length of 1 as shown in Tablé& 8hould be
noted that the lag order is chosen to avoid autetaiion in the residual.
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Table 2: VAR Lag Order Selection Criteria

Lag LogL LR FPE AIC SC HQ

0 -16.63450 NA 1.80e-06 0.961533 1.162273 6363

1 410.1153 132.3015 1.01e-13F  -15.78290* 3.57476* | -14.95973*
2 3225629 587.9421 1.56e-17 -13.00279 -11.79835 -12.55379

* lag order selected by the criterion
LR: sequential modified LR test statistic (eaesttat 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion

Estimation and Testing Procedures

This sub-section discusses all relevant methoddoymg in this study. These methods or testing piooes
include unit root tests and ARDL approach (bouratd)tto cointegration developed by Pesatal (2001),
with the condition of the regression being purdl), purely 1(1), or mutually co-integrated. A gealeto
specific method is employed only to determine long-effects.

Unit root test

This article employs the Augmented Dickey-FulleD@ unit root testing procedure (Dickey & Fulle©70)
and the Phillips Peron (PP) test (Phillips & Perrd®88) to test the stationarity of the seriesdfach variable.
This is the first step in examining the time sepesperties of the data by looking at the pattenmd trend. For
both ADF and PP tests, the interest lies in det@ingithe size of the coefficiefitas observed in equation (2 &
3).

AY, =0+ LK+ 3 ODK  + e+ v (2)
=1

The standard Dickey-Fuller Model has been augmebyetK,;, where ¥ represents a linear time tremtl,is
the first difference operator, whilg, ¢ and . are parameters to be estimated. Based on VAR LagprO
Selection Criteria method, the lag length 1 wassehdo avoid autocorrelation in the residual asvshio Table
2. The reason of using the PP test lies on itsratdges of correcting for serial correlation ancehetkedasticity
in error terms, as the test is applied withoutudaig number of lags (Enders, 2015). Therefore eiipgations
and hypothesis to be tested are similar to thoseDd¥; the only difference is that the PP test igisoa number
of lags and takes the following form:

Results for the unit root

The ADF and PP test results in Table 3 indicate tth@ INGDP variable whose null hypothesis of thespnce
of unit root at level, was rejected indicating th@BDP is stationary at 1% level of significancéeTremaining
variables become stationary at first differenceckga up with these results, no other method ofntegration
was upheld rather than engulfing the ARDL approatfich fulfils the basic two requirements. Firstgeth
approach does not require all the variables torbegiated in the same order (Pesaran & Pesarart,).199
Second, the approach requires that no variableslghme integrated into order two [(2) (Ouattara020
Therefore, the ARDL Model suffices for this articlesararet al (2001) concluded that the applicability of
ARDL is possible only if some variables are purkly) and purely I(1) or mutually integrated. Agdirbis
background, the ARDL Model of co-integration isitegately employed.

Table 3: Results for Unit Root Tests

Intercept () |  Trend and intercept (t) | Intercept (t| Trend and intercept (t)
Variables Augmented Dickey-Fuller (ADF) test
At levels At first difference
InGDP -2.397336 -5.698388*** -8.704786*** -8.7348%6
INEXP 1.522989 -0.485072 -6.039820*** -6.750824***
InIMP 0.324183 -1.163867 -4,738450*** -4.768295***
InPOP -2.361489 -2.382887 -2.977786 -4.008856***
InFDI 2.160272 1.423978 -12.25043*** -4.,720551***
INEXR 4.526530 -0.209088 -3.767118*** -5.309890***
Phillips Perron (PP) test
INnGDP -3.478537** | -4.647726*** -13.43961*** | -14.783***
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INEXP 1.533738 -0.488681 -6.039820*** -6.754633***
InIMP -0.072145 -1.380615 -4.874390*** -4.835002***
InPOP -2.105487 -2.130879 -2.656874 -4.175640***
InFDI -0.753243 -2.689200 -12.40846*** -13.28669***
INEXR 4.237014 0.489438 -3.775112*** -5.243159***

Source: Author's own computation
Note: MacKinnon's (1996) critical values used ie thjection of the null hypothesis of the unit root
where *** ** and * represent 1%, 5% and 10% resjppeely

Diagnostic Stability Test

It is crucial to perform an appropriate model diasfic test before embarking on further econometnalysis.
The diagnostic checks performed in this analysssed four major tests: serial correlation, hetexdakticity,
normality, recursive residuals and the CUSUMSQ (alative sum of recursive residuals of square). €hests
were suggested by Pesaran and Pesaran (1997)alldws one to explore whether the assumptions ef th
regression model are valid and will assist in degdvhether the subsequent inference results carubid.

Table 4: Results of the Diagnostic Test

Test statistic Prob Remarks
Breusch-Godfrey serial correlation LM test 0.925864 0.4054 Do not reject H
Heteroskedasticity test: Breusch-Pagan-Godfrey aA39 0.7312 Do not rejectgH
Normality (Jarque-Bera test) 0.044442 0.1323 Dorejetct H
Source: Author's own computation.
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Figure 2: Plot of Cumulative Sum and Squares of Rersive Residuals

Much of the evidence from the diagnostic test taspitesented in Table 4 shows that there is n@atioin of
heteroskedasticity and misspecification in the rhodsing the Breusch-Pagan-Godfrey test the hymmighef
the presence of heteroskedasticity is rejectecteSihe Jarque-Bera statistics and its corresporuliolgability
is more than 0.05, this confirms that the residaaés normally distributed. Also, the model is ffeem serial
correlation, as confirmed by Breusch-Godfrey secaidrelation LM test. Nevertheless, the presencehef
cumulative sum inside two critical lines at 5% siigant level, as reflected in Figure 2, signifibe stability of
the model. This gives the go-ahead for furtherysisl

Co-integration Testing Using ARDL Approach

The ARDL Model (the bound test) for co-integratisnemployed in order to test the relationship betwe
variables. Using the dynamic model (egn 4), thénamy least square (OLS) method on estimation sl wend
the results are presented in Table 5.
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AINGDP = g+ Aln GDP, +4J,In EXP,+4J,In IMP,+d,In POP,+d,n FDI,

+0.INEXR_,+> aAln GDP, +3 B,Aln EXP +3 B,Aln IMB +Y B,Aln POP
i=1 i=0 i=0 i=0
#3 BuBINEDI_ + 3 BDINEXR, + £ voooevveereeeeameeeeeeeeseeereseeeesseeeseseseeseeeesseeeseees (4
i=0 i=0

Whereby,d; to ds correspond to the long-run relationship, wigi{éo S5 correspond to short-run dynamics of the
model; whilst subscriptsand,; represent time periods. The re-parameterisedtsesrd presented in Table 5.

Table 5: Re-parameterised Results AInGDP;

Method: LS, Sample (adjusted): 1972 - 2016
Variable Coefficient Std. Error t-Statistic Prob.
C 2.201929 6.943164 0.317136 0.7532
INGDP,; -0.901149 0.232025 -3.883847 0.0005
INEXP, 4 0.000266 0.001906 0.139615 0.8898
INIMP 4 2.476175 0.941856 2.629037 0.0128
INnPOR; 0.356005 2.322405 0.153292 0.8791
InFDI; 4 0.516092 0.141806 3.639421 0.0009
INEXR;.1 0.004289 0.001208 3.551875 0.0010
AINnGDP,; 0.094115 0.182819 0.514798 0.6102
AINEXP, 3 0.000793 0.001834 0.432155 0.6685
AInIMP 4 -1.12E-05 0.000631 -0.017731 0.9860
AInPOR 4.987235 4.671759 1.067528 0.2937
AInFDI, 4 1.137751 0.461086 2.467545 0.0188
AINEXR; 1 -0.048389 0.023614 -2.049185 0.0482
R-squared 0.739030 Mean dependent var 0.061930
Adjusted R-squared 0.228667 S.D. dependent var 2.203841
S.E. of regression 1.935536 Akaike info crderi 4.395497
Sum squared resid 119.8816 Schwarz criterion 911122
Log-likelihood -85.89868 Hannan-Quinn criter. .590065
F-statistic 2.087006 Durbin-Watson stat 1.92164
IProb(F-statistic) 0.048100

From the re-parameterised results presented ineTabthe general to specific technique to drop amitain
some variables is applied. Studies by Katrakilatisl Trachanas (2012) and Fousekial. (2016) also used this
technique on econometric analysis. Neverthelegsd#tision to maintain or drop some variables dieshe
decision made by t-statistics, whereby the bighervalue of the t-statistic the better the model @ane versa.
Therefore, for the variables to be maintained dwair tcorresponding t-statistics have to be grethiten 1.96,
otherwise, the variables have to be dropped. Appglythe stipulated method, four differenced variabbé
INGDP, InEXP, InIMP and InPOP have to be droppechbse the corresponding t-statistic was found tlese
than 1.96. A reduce model in equation (5) was alsoto come up with the reduced results which aesgnted
in Table 6. These results are to be subjectedrtbefueconometric analysis.

AINGDR = y+AIn GDP, +4,In EXP,+4,In IMP,+d,In POP+d,n FDL,
+3,NEXR_,+> aAln GDP, +3 BAIN FDJ+3 BAIN EXR,*E coovvvvereeerrrrenneen G
i=1 i=1 i=1
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Table 6: Reduced Results AInGDP;

Method: LS, Sample (adjusted): 1971 - 2016
Variable Coefficient Std. Error t-Statistic Prob.
C 2.201929 6.943164 0.317136 0.7532
INGDP,; -0.343617 0.103535 -3.318839 0.0022
INEXP,, 0.009773 0.004445 2.198681 0.0348
INIMP4 0.356005 2.322405 0.153292 0.8791
INnPOR4 0.417682 0.150215 2.780551 0.0088
INFDIy4 0.339438 0.150890 2.249577 0.0311
INEXR:.1 0.020269 0.008793 2.305189 0.0266
AInFDIy 4 0.435840 0.137650 3.166283 0.0030
AINEXR.4 -1.567204 0.589363 -2.659147 0.0119
R-squared 0.685305 Mean dependent var 4.605164
Adjusted R-squared 0.388878 S.D. dependent var 2.323495
S.E. of regression 1.816376 Akaike info crideri 4.150307
Sum squared resid 135.2681 Schwarz criterion 3864196
Log-likelihood -91.53221 Hannan-Quinn criter. .239187
F-statistic 6.854284 Durbin-Watson stat 1.90058
IProb (F-statistic) 0.000099

From the reduced results presented in Table 6lothgerun relationship can be computed using thed/Madst
(the F-test). Therefore, the lower and upper boraides are employed basing on 1% significance lfrethe
unrestricted intercept and no trend in the modgiraposed by Pesarat al, (2001). To accept the long-run
relationship between variables, the computed vafue-statistics has to be greater than that ofufiyger bound
value; this will enable the rejection of the nujpethesis and accept the alternative hypothesteeltomputed
F-statistic falls below the lower value, then itane that there is no co-integration between vamtBut if the
computed value of F-statistic falls between tworms) the results are inconclusive and a differecttique of
co-integration has to be applied (Ghildiylal, 2015). Below are the hypotheses used to assitrive at a
decision:

Ho: A = d1= 02= d3= d4 = d5 =0 (the long-run relationship does not exist)
Hi: A # 01# 6,# 037# 04 # d57# 0 (the long-run relationship does exist)

Table 7: ARDL Long-run Relationships (bounds F-tesk

F- Statistic (computed) Probability Remarks
Bounds test 5.8639 0.0022 RejectH,
Critical value bounds 1% 5% 10%
1(0) (1) 1(0) (1) 1(0) (1)
Pesarart al (2001, p. 300), 3.41 4.68 2.62 3.79 2.26 3.35
Table CI(iii) Case llI

Source: Author's own computation

The analysis of the ARDL bounds testing approactotintegration results presented in Table 7 shihasthe
calculated F-statistic (5.8639) is greater thart tifaPesararet al (2001) at 1%, 5% and 10% levels of
significance. This indicates that all variables aceintegrated in the case of Tanzania, from 197QQ16. In
other words, all variables move together in theglomn.

0, 0. 0. 0, 0.
5InEXP; _71 = O’é-ln |MP;_72 = O’é-ln POP ;_73 = O’Jln FDI ;_74 = oﬁln EXR ;_75 = (

Using the reduced results, long-run coefficients @alculated and this is ultimately useful in tleedmination
of long-run effects. The notation above is useddmpute F-statistic and its corresponding p-valassshown
in Table 8.
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Table 8: Estimated Results for Long-run Coefficiens

Regressor Long-run coefficients F-statistic P-value
INEXP, 4 0.0284 18.244 0.0000***
INIMP 4 1.0360 3.0079 0.0046***
INnPOR 4 1.2155 1.8241 0.0760
INFDIy 4 0.9878 3.5666 0.0010***
INEXR, 1 0.0589 4.0196 0.0003***

Source: Author's own computation
Note: * **, *** denote significant level at0%, 5% and 1%, respectively

DISCUSSION OF EMPIRICAL FINDINGS

This article has analysed the relationships betweade (exports and imports) and economic growth in
Tanzania. It has also included foreign direct inment, population growth and exchange rates asapapiry
variables. Based on the empirical findings of tlhedg and the results presented in Table 6, a pesiti
contribution of almost all variables to economiowth in Tanzania is observed at 1% significant lieatbeit,
population growth happens to be insignificant. Nthadess, the long-run results for trade indicdtat tan
increase of one million US dollars of exports antpaérts will proportionately increase the total GbBPthe
country by 0.02% and 103.6%, respectively. Thodghpercentage increase of imports is so higher ttetrof
exports, this is not a favourable situation asdrddficit is bound to rise. These findings are &iaat with
theoretical and empirical literature which suggehkts for most developing countries, Tanzania idetlj the
level of economic performance is positively affectey increase in trade. In addition, the empirfaadings of
this study coincide with those of Chaagal. (2009), Lin (2000), and Were (2015) who hold ttratle has a
positive impact on economic growth.

The empirical findings also suggest that Fiflows exert a positive influence on economic gtlown the long-
run. That is an increase of one million US dollafs=DI will proportionately increase the GDP tot#l the
country by 98.78%. These findings also coincidehwiite findings of De Mello (1997), Alfaret al. (2004),
Gui-Diby (2014) and Hong (2014) who observed thwaré was positive contribution to economic growth
against FDI flows. However, Agbloyat al (2014) found there was negative association beiweDI and
economic growth in 14 African countries. Furthegling at the empirical results of the exchange, riatis the
case that any increased rates will positively ieffice the economic growth by 5.89%. These resutisranre
less the same as those of MacDonald (2000) andnkark(2013), both of whom concluded that the exchang
rate is likely to arouse economic growth in Eurapeauntries. Also, the findings of this study reva@ositive
contribution of population growth on economic grbwthough its long-run coefficient is not signifita
consequently, it has no impact on economic growthanzania.

CONCLUSION AND POLICY RECOMMENDATIONS

The study analysed the subject of trade and ecangroivth to find the kind of relationships thatstxbetween
these two aspects. Despite the fact that this stitgeot new in the world of economics as the sctbhas been
tackled by many authors, in Tanzania, it is stiidject that needs a lot of attention. It is fritmis background
that this study set to investigate the questiortrafle and economic growth, and come with apprapriat
recommendations to policy makers. Nonethelessattiele employs the general-to-specific techniquéy do
come up with long-run effects. Much of the evideffiam the econometric analysis shows that expants a
imports are directly correlated with economic griovimn the long-run. Further assessment of the iddii
variables of foreign direct investment, exchangesand population is as well directly related ¢tor@mic
growth; however, the latter is not significant. Tlaer part leads to a conclusion that populatjoowth has no
significant impact on economic growth in Tanzaria.as much as the contribution of imports to ecoicom
growth is higher than that of exports, this makesakarming call to policy makers to check the intpoport
policy measures for the realisation of the full gtal of trade on economic growth. This articlertfore,
recommends that policy makers should pay moretateto export promotion policy and import measutiest
will allow the importation of raw materials for thEroducts to be exported; in doing so, trade defidi be
minimised.
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