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Abstract 
The purpose of this study was to simulate the GSO detector of a micro PET using GATE 

simulation platform. The performance and responses of the simulated GSO detector assembly were 

evaluated by comparing the simulated data to the experimental and XCOM data to validate the 

simulation platform and procedure. Based on NEMA NU-4 2008 protocols, the performance of 

GSO detector in terms of sensitivity was simulated and compared to the experimental data. 

Similarly, the GSO detector response to photons interaction was simulated and compared against 

the XCOM data for absorbed intensity ratio in the GSO detector and survived intensity ratio in Pb 

blocks. Results showed that simulated and experimental sensitivities agreed well with R
2
 of 0.995 

and two overlapping bands at 95% confidence. An agreement with R
2
 of 0.972 and 0.973 as well 

as with overlapping bands at 95% confidence was obtained in simulated and XCOM data for 

absorbed and survived intensity ratio in the GSO detector and Pb blocks, respectively. The 

observed agreements demonstrate the accuracy of the simulation method to mimic the behaviour 

of the GSO detector. The validated GATE algorithm for micro PET scanner is therefore 

recommended for simulation and optimisation of collimator design in further studies. 
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Introduction 

 Small animal Positron Emission 

Tomography (PET), also called micro PET, is a 

preclinical molecular imaging tool that allows 

measurement of the spatial distribution of 

radiotracers, which map physiological and 

metabolic functions in small animals such as 

mice or rats. A key component of PET imaging 

systems is the detector element, an area with 

a long and rich history. Early PET detector 

assemblies were based on the use of sodium 

iodide scintillators activated with thallium 

[NaI(Tl)] coupled to photomultiplier tubes 

(PMTs) (Lewellen 2008, Khalil 2017). 

Although various technological alternatives 

have emerged, for instance, wire chambers and 

solid-state devices (Park et al. 2007a, Park et 

al. 2007b, Lewellen 2008), the scintillator-

based technology remains the most common 

primary detector crystal for PET systems. 

Ideally, a scintillator material for micro PET 

detector should have fast decay time, high light 
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output, high density as well as high atomic 

number and must be cheap to produce and 

easily machinable so that fine segmentation for 

high spatial resolution can be achieved 

(Lewellen 2008, Khalil 2017). 

The Be4Ge3O12 (Bismuth Germanate–BGO) 

scintillator has been considered the state-of-

the-art detector crystal for PET systems 

(Vandenbroucke et al. 2010, Nikolopoulos et 

al. 2014) and replaced NaI(Tl) detectors in 

early PET prototypes (Khalil 2017). However, 

due to their high detection efficiencies, the 

LuSiO5 (Lutetium Oxyorthosilicate–LSO) and 

Gd2SiO5 (GSO) scintillators have become the 

best competitors of the BGO (Nikolopoulos et 

al. 2014). The GSO doped with cerium 

(Ce:GSO) possesses excellent properties, 

including high light yield, fast decay time, and 

good radiation hardness (Tanaka et al. 1998, Qi 

et al. 2003, Lee et al. 2008). The light yield of 

Ce:GSO is twice as high, and the decay time is 

1/5 (fast decay times) of that of commonly 

used BGO. The GSO crystal has been found 

with an additional interest in parallax error 

correction by using dual layer of GSO or 

coupling it with other crystals such as LSO 

(Khalil 2017). Moreover, irradiation hardness 

(radiation resistance) of the GSO crystal is 

prominent (Tanaka et al. 1998), and was 

reported in the order of >10
6
 Gy compared to 

10 Gy reported for BGO and NaI(Tl) 

scintillators for gamma rays, hence, making it 

widely useful in various applications in nuclear 

physics, nuclear medical imaging (e.g., PET 

detectors) and high-energy physics 

(Matulewicz et al. 1996, Kawade et al. 2011). 

Nevertheless, other scintillator materials, such 

as LuAlO3 (Lutetium Aluminium Perovskite–

LuAP) and YAlO3 (Yttrium Aluminium 

Perovskite–YAP) have been used as well 

(Nikolopoulos et al. 2014, Okumura et al. 

2015). 

The superior properties of the GSO detector 

have led to several efforts of developing PET 

imaging system using Ce:GSO as their 

detection units. A study by Okumura et al. 

(2015) developed a non-commercial micro 

PET prototype that employs a dual-layer 

Gd2SiO5 (GSO) cerium (Ce) doped detector 

crystals. Among the important aspects of the 

developed prototype are the overall 

performance and response of the detector 

system. Therefore, a need to study the 

performance and responses of the GSO 

detector for use in a micro PET system has 

risen. One of the sound methods for studying 

the performance and responses of the detection 

system in such a situation is the use of Monte 

Carlo simulations (Jan et al. 2005, Lamare et 

al. 2006). Several Monte Carlo simulation 

platforms can be used for modelling the 

detection system and other parts of the imaging 

system in nuclear medicine (Buvat and 

Castiglioni 2002).  

In this study, Geant4 Application for 

Tomographic Emission (GATE) simulation 

toolkit, which encapsulates GEometry ANd 

Tracking (GEANT4) libraries was used. GATE 

was designed for PET and Single Photon 

Emission Tomography (SPECT) to simulate 

various imaging parameters including the 

collimators and other components located 

behind the detector crystal, which are normally 

assumed in other simulation platforms (Santin 

et al. 2003, Pietrzyk 2017). However, the 

process of developing a simulation 

algorithm for studying the performance and 

responses of detector system is not a 

straightforward task. The developed algorithm 

must first be validated using existing and or 

known data and parameters. Therefore, this 

study sets out to simulate and investigate the 

performance and responses of the GSO 

detector for the micro PET system using GATE 

Monte Carlo simulation. Finally, the simulated 

data were compared to the experimental and 

XCOM data to validate the simulation platform 

and procedure. 

 

Materials and Methods 

GATE simulation platform 
To simulate the GSO detector model for the 

micro PET system, GATE version 9.0 was 

used. This code is based on well-validated 

GEANT4 (geant4-10-06-patch-02) libraries 

and dedicated to nuclear imaging (PET and 
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SPECT) applications, computed tomography 

(CT), optical imaging (bioluminescence and 

fluorescence) and radiotherapy (Santin et al. 

2003, Pietrzyk 2017). GEANT4 was developed 

at the European Organization for Nuclear 

Research (CERN) to simulate the passage and 

behaviour of particles (e.g. electrons, protons, 

neutrons and photons) through matter (Allison 

et al. 2016). The design and architecture of 

GATE has been described in detail (Santin et 

al. 2003, Pietrzyk 2017). On top of GEANT4, 

GATE simulation platform includes specific 

modules developed to meet specific 

requirements encountered in PET. In the 

GATE, a user-friendly mechanism based on 

scripts (or commands) is used to define all the 

simulation parameters including world 

(hypothetical volume), scanner geometry, 

detector, phantom, source distribution, 

geometry and modelling (Pietrzyk 2017).  

 

Description of the prototype scanner  
The prototype is composed of a micro PET 

system, which consists of pixelized GSO 

scintillation detector modules (Figure 1) 

developed by Okumura et al. (2015). The GSO 

scintillation detector modules coupled with Flat 

Panel Photomultiplier Tubes [(FPPMT: 

Hamamatsu photonics H8500, 8 × 8 anodes) 

sometimes called Position-Sensitive 

Photomultiplier Tubes (PSPMTs) (Yamamoto 

et al. 2012)] at an angle of 22.5° were arranged 

in a hexagonal shape to form a ring-like micro 

PET detector system. Each detector module 

consists of a dual layered GSO block; hence 

the prototype had sixteen GSO modules in a 

ring (Figure 1). The inner and outer diameters 

of the ring are 95 mm (radius 47.5 mm) and 

130 mm (radius 65 mm), while the axial field 

of view (FOV) is 37.5 mm. The dual layers of a 

single GSO block are made of GSO 

scintillators doped with cerium (Ce) 

concentration of 1.5 mol% (fast decay time: 39 

ns) and 0.4 mol% (slow decay time: 69 ns) for 

the first or lower layer and second or upper 

layer, respectively. These two layers of GSO 

scintillators in a detector module were optically 

coupled to determine the depth of interaction 

from the differences in decay times.  

 
Figure 1: A schematic diagram of the prototype composed of a micro PET detection system: (A) 

detector ring, and (B) a photo of developed hexagonal-shaped detector ring (Okumura et al. 2015). 

 

As shown in Figure 2, the GSO pixels are 

arranged in a 11 × 15 matrix with a 0.1-mm-

thick BaSO4 reflector at a pitch of 1.7 or 2.5 

mm. The sizes of these GSO cells or pixel 

crystals were 1.6 × 2.4 × 7 mm
3 
and 1.6 × 2.4 × 

8 mm
3 

for 1.5 mol% Ce and 0.4 mol% Ce, 

respectively. Each detector block has a surface 

area of 18.7 mm × 37.5 mm (701.25 mm
2
) with 

15 mm thickness (8 mm in the first or lower 

layer and 7 mm in the second or upper layer). 

Other details regarding the detector unit of this 

micro PET prototype were described by 

Okumura et al. (2015). 
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Figure 2: The simulated GSO detector geometry of the micro PET scanner. The detector pixel 

matrix and crystal layers are shown. 

 

GATE Monte Carlo model of the scanner  
To simulate the detector of a micro PET 

scanner, the scanner geometry, the pixelated 

GSO crystal (dual layer and crystal array), 

phantom, physical process and the radioactive 

source should be modelled. The scanner 

geometry and its components were modelled in 

the world volume. The world volume is a box 

centred at the origin. It can be of any size but 

has to be large enough to include the entire 

scanner simulation geometry. The tracking of 

any particle stops when it escapes from the 

world volume. To model detection system, the 

detector crystals were defined and attached as 

sensitive volumes. GATE simulation only 

stores hits for those volumes attached to a 

sensitive detector. Hits regarding interactions 

occurring in non-sensitive volumes are lost. A 

volume must belong to a system before it can 

be attached to a sensitive detector. Hits, 

occurring in a volume, cannot be scored in an 

output file if the said volume is not connected 

to a system and unattached to a sensitive 

detector (Pietrzyk 2017). 

Phantoms are geometry to be scanned; they 

are modelled and defined as sensitive volume 

to track physical processes of the full gamma 

rays from the vertex point to the end. For 

validation processes, a cubic acrylic phantom 

(10 × 10 × 10 mm
3
) was modelled on the basis 

of NEMA NU-4 2008 protocols for sensitivity 

analysis (Riehakainen 2018). The physical 

processes occurring in the phantom include 

Compton scattering, Rayleigh scattering and 

Photoelectric interactions (Pietrzyk 2017), 

which yield information about the photon. This 

information is necessary to determine whether 

a photon reaching the detector has been 

scattered or not.  

Physical processes include all possible 

interaction mechanisms of the incident 

radiation from the source that occur in the 

phantom, lead (Pb) block (used in validation 

processes) and detector crystals (Pietrzyk 

2017). In our simulation, we used the standard 

model (1 keV and 100 TeV) for the 

photoelectric effect, Compton scattering, 

electron ionization and Bremsstrahlung, while 

Penelope model (250 eV and 1 GeV) was used 

for Rayleigh scattering (Pietrzyk 2017). For the 

annihilation, an improvement has been 

developed in GATE simulation tool kit to 

consider the gamma-gamma non-collinearity, 

and therefore, positron-electron annihilation 

does not need a physical process model 

selection (Pietrzyk 2017). After setting the 

physics description, the GATE user must 

initialize the simulation with the following 

command: /gate/run/initialize. This process 

triggers the calculation of the cross-section 

tables, and the boundaries are checked as well. 

In GATE simulation, the digitizer pre-

processes the hits by sorting, summing (adder) 

and regrouping (readout) them to create 
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singles. The singles are time-stamped and 

stored in the event’s history. In our simulation, 

the coincidences are sorted out as a function of 

the time coincidence window, which was set to 

20 ns, with 500 ns as the offset value. In the 

blurring module, the GSO detector parameters 

used are intrinsic energy resolution of 0.099 

(9.9%) for 511 keV and 0.284 (28.4%) for 372 

keV for simulation of sensitivity and detector 

response, respectively. The time or temporal 

resolution (FWHM) of GSO is 0.549 ns. 

Other parameters include energy threshold 

of 350 keV and uphold of 1000 keV as well as 

energy threshold of 350 keV and uphold of 750 

keV for simulation of detector response and 

sensitivity, respectively. Lastly, coincidence 

sorter module (picks out those singles, which 

are in coincidence) was included in the 

digitizer level in our simulation for sensitivity 

(Figure 3).  

 
Figure 3: Schematic diagram of the digitizer chain. 

 

Source description, output setup and time 

management 
The definition of radioactive sources 

includes the particles emitted (e.g., ion, 

gamma, positrons), position and geometry 

(volume), the direction of emission (solid 

angle), energy (spectrum) and activity (Bq). 

The activity determines the decay rate of the 

source during the simulation acquisition time. 

In this study, Pencil Beam Sources (PBS) with 

energies of 372 keV, 414 keV, 511 keV, 617 

keV, 695 keV, 869 keV and 1000 keV were 

used for assessing detector responses to photon 

interactions. The 1000 keV PBS was used for 

ratio determination. Based on NEMA NU-4 

2008 protocols, we modelled the 
22

Na source 

with 400 kBq activity for sensitivity 

determination. 

The GATE simulation output was stored in 

the ROOT file format (Brun and Rademakers 

1997). In which, the ROOT output consists of 

several folders, which include two hit folders 

and one coincidence folder. Hits contain 

information about the energy deposition of a 

step, and the position and time of a step. 

Numbers of hits were used in determining 

detector responses based on absorbed or 

surviving intensity ratio. In a coincidence 

folder, which is of interest in sensitivity 

determination, the event ID number and the 

number of Compton and Rayleigh interactions 

that have occurred during the tracking of each 

photon are stored and used in the classification 

or analysis of true, random and scattered 

coincidences (Pietrzyk 2017).  
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Before the time management, a random 

number generator engine and its seed are 

defined. After that, the commands for time 

management were written. Time management 

defines the beginning and end of the 

acquisition process, this step is defined also 

along with the step time (time slice), which 

finally indicates the number of runs for a 

particular simulation. In our simulation, for 

absorbed and survived intensity ratio in GSO 

detector and cuboid lead (Pb) blocks, we set 

time start = 0, time end = 100 s, and time slice 

= 1 s. For sensitivity analysis, time end was set 

to 60 s. In a simulation, each slice corresponds 

to a particular run. 

 

Validation of the GATE simulation algorithm 

for GSO detector of a micro PET 

Sensitivity 
The sensitivity of a scanner represents the 

efficiency to detect the coincident annihilation 

radiation. In this developed simulation model, 

sensitivity is defined as counts (number of true 

events) per second per Becquerel (cps/Bq) and 

was assessed based on NEMA NU-4 2008 

protocols. The sensitivity profile of the micro 

PET was measured using a calibrated 
22

Na 

point source, with the activity of 400 kBq 

enclosed in 10 × 10 × 10 mm
3
 acrylic 

(polymethyl methacrylate - PMMA) cubic 

phantom. Phantom was placed in nine axial (z-

axis) locations at 5 mm steps and the count rate 

was acquired for 60 s for each location set. The 

time coincidence window was fixed at 20 ns, 

while the lower and upper energy windows 

were fixed at 350 keV and 750 keV, 

respectively. The number of true, random, and 

scattered coincidences from experimental data 

was acquired for sensitivity determination. 

According to NEMA NU-04 2008 protocols, 

the experimental sensitivity (  ) in cps/MBq 

was calculated using Equation 1 (Riehakainen 

2018). 

 

                       
       

  
                         (1) 

  

where     and     are true count rate (true 

counts per 60 s) and Background count rate 

(Background counts per 60 s).    is the source 

activity (in this study, 400 kBq). 

In sensitivity simulation, a 0.25 mm 

diameter 
22

Na (400 kBq) point source in an 

acrylic (PMMA) cubic phantom was modelled 

as shown in Figure 4. The experimental 

procedures for sensitivity were adhered to the 

simulation. To obtain the number true, random 

and scattered coincidence events from 

simulated data, a C++ sorter program was 

written. Since in simulation we did not account 

for the background count rate, the simulated 

sensitivity (  ) was calculated using Equation 1 

after equating the term      to zero.  

 
Figure 4: Simulated micro PET geometry for sensitivity determination: (A) front view of the 

detector geometry, and (B) side view (60
o
) of the detector geometry. 
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The absolute sensitivities (  ), given in 

percentage (%) for experimental and simulated 

data were determined using Equation 2 by 

correcting the sensitivities (  ) given in 

cps/MBq for the branching ratio of the source, 

which is 0.906 for 
22

Na (Riehakainen 2018).  

 

        
  

     
                             (2) 

 

where    and    represents sensitivity 

(cps/MBq) and absolute sensitivity (%) 

respectively. 

The agreement between the simulated and 

experimental absolute sensitivities of micro 

PET scanner was assessed using the coefficient 

of determination (R
2
) and Gaussian fit model 

with 95% confidence bands. The R
2
 usually 

shows if the model fits well the data (the 

goodness of fit), a higher coefficient is an 

indicator of better goodness of fit for the 

observation. Note that, as the value of R
2 

is 

getting closer to one, the closer the simulated 

and experimental measured values are. 

 

Absorbed intensity ratio in Gd2SiO5 (GSO) 

detector crystals 
The XCOM online software gives us the 

mass attenuation coefficients (  ) for energies 

372 keV, 414 keV, 511 keV, 617 keV, 695 

keV, 869 keV and 1000 keV for the GSO 

scintillating material (XCOM website). The 

total length (x) of GSO scintillator material in 

layer1 and layer2 is 1.5 cm (Yamamoto et al. 

2015, Fukuchi et al. 2017). The density ( ) of 

the scintillating material is 6.7 g cm
-3 

(Pietrzyk 

2017). Therefore, the linear attenuation 

coefficient ( ) can be determined by 

multiplying the mass attenuation coefficient 

(  ) with the density of the material ( ). Next, 

through multiplying the linear attenuation 

coefficient with the length of the scintillating 

material, and then substitute (μx) in Equation 3 

below we obtain the fraction of gamma 

rays that survived after traversing the crystal 

length. 

 

                     
                                 (3) 

 

Subtracting the fraction value from unity 

gives the number of absorbed gamma rays in 

the detector crystal. To obtain the absorbed 

intensity ratio value, a ratio of the number 

obtained after subtraction for particular energy 

(e.g. 372 keV) is taken with the subtracted 

value obtained for the 1000 keV gamma ray.  

In GATE simulations, a Pencil Beam 

Source (PBS) was used, where by seven runs 

were acquired each at 100 s using different 

pencil beams. Each beam had 10
5 

number 

primaries. In each simulation, a photon beam 

interacts directly with the Gd2SiO5 (GSO) 

scintillation detector crystals (Figure 5), then 

the total Hits (from the root output) were noted 

for each run. Finally, a ratio of these numbers 

obtained is taken with the value obtained for 

the 1000 keV gamma ray to produce the 

absorbed intensity ratio in GSO detector 

crystals. 

 
Figure 5: GATE-simulated ring geometry of 

Gd2SiO5 detectors and source at the centre. 

 

Survived intensity ratio after interacting with 

cuboid lead (Pb) blocks 

The mass attenuation coefficients (  ) for 

372 keV, 414 keV, 511 keV, 617 keV, 695 

keV, 869 keV and 1000 keV energies for lead 

(Pb) material were obtained from the XCOM 

online software (XCOM website). The 

penetration depth (x) in the lead block is 2.5 cm 

and the density ( ) of lead is 11.34 g cm
–3 
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(Pietrzyk 2017). A similar procedure as given 

above for GSO detector crystal was followed to 

calculate the survived intensity. But here, we 

do not subtract the quantity from unity since 

we only require the survived intensity.  

In GATE simulations, eight-cuboid lead 

block (in blue, as shown in Figure 6) each with 

25 mm × 18.7 mm × 37.5 mm were attached in 

front of the micro PET’s GSO detector 

modules. Then, seven runs were acquired each 

at 100 s using different pencil beams, each 

beam has 10
5
 number primaries. The generated 

photon beam interacts first with lead blocks, 

the survived photon beams after traversing the 

lead blocks finally interact directly with the 

Gd2SiO5 (GSO) detector crystals to produce 

hits. The total produced Hits (from the root 

output) were noted for seven runs.  

 
Figure 6: GATE-simulated ring geometry of 

GSO detectors with lead (Pb) blocks in front. 

 

Finally, a ratio of these numbers obtained is 

taken with the value obtained for the 1000 keV 

gamma ray to generate the survived intensity 

ratio. The coefficient of determination (R
2
) and 

polynomial data fit model with 95% confidence 

band were used to assess the agreement 

between the GATE simulated and XCOM 

data.  

 

Results and Discussion 

Sensitivity 
The GSO detector sensitivities obtained 

from the simulation and experimental 

measurements are presented in this section. 

The obtained experimental absolute 

sensitivities (%) resemble to those presented in 

Yamamoto et al. (2015) for the same micro 

PET scanner. The absolute sensitivity profile 

along the axial direction is plotted in Figure 

7A, which shows GATE simulated and 

experimental peak absolute sensitivities of 

1.71% and 1.70%, respectively. The peak 

absolute sensitivities were acquired at the 

centre of the field of view. The relative error of 

less than 10% was observed for peak 

sensitivities.  The coefficient of determination 

(R
2
) for the simulated and experimental data for 

absolute sensitivity was 0.995 (R
2 

is closer to 

1). Figure 7B shows a Gaussian fitted model, 

which produced two overlapping bands at 95% 

confidence. The overlapping confidence bands 

indicate that some of the variance in the 

simulated data can be explained by 

experimental data.  

Therefore, with the coefficient of 

determination (R
2
)

 
of 0.995 and two 

overlapping confidence bands, there is an 

agreement between the simulated and 

experimental absolute sensitivities. Hence, the 

observed agreements suggest that the current 

GATE simulation algorithm is capable of 

modelling the absolute sensitivity of the micro 

PET scanner under the study. 
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Figure 7: Experimental and simulated sensitivity profiles of a GSO detector for a micro PET: (A) 

Sensitivity data point plot and (B) Gaussian fitted sensitivity data points with 95% confidence 

band. 

 

The observed discrepancies between the 

simulated and experimental data are due to the 

limitations of the photomultiplier tubes (PMTs) 

resolution and the absence of modelling of 

light shielding between the detector blocks 

(Toufique et al. 2013). Simulations without 

crystal reflector (light shielding between 

detector block) usually overestimate the 

simulated sensitivity by 10%-12% compared 

with experimental sensitivity (Jan et al. 2005) 

and this overestimation was evidenced by 

Schmidtlein et al. (2006) and Jakoby et al. 

(2009). In addition, the scanning bed was not 

taken into account, hence less scatter was 

observed in GATE-simulated data. 

Furthermore, the application of a varied 

quantum efficiency factor (QE) in the 

digitization process, might provide better 

agreement between simulated and measured 

sensitivities (Schmidtlein et al. 2006, Saaidi et 

al. 2017).  

 

Absorbed intensity ratio in Gd2SiO5 (GSO) 

detector crystals 
The absorbed intensity ratios obtained using 

GATE simulation and those predicted using the 

online XCOM software are plotted in Figure 

8A. The coefficient of determination (R
2
) for 

the simulated and XCOM predicted data for 

absorbed intensity ratios in GSO detector 

crystal was 0.972. As the value of R
2 

approaches 1 (97.2%), the closely GATE 

simulated and XCOM results are, hence this 

observation prove that there is an agreement 

between GATE simulated and XCOM 

measured values for absorbed intensity ratio in 

GSO crystals. 
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Figure 8: XCOM and GATE simulated data for absorbed intensity ratio in GSO detector: (A) 

shows data points while (B) shows the polynomial-fitted data. 

 

As shown in Figure 8B, the polynomial fit 

model produced two overlapping bands at 95% 

confidence. Also, the overlapping confidence 

bands indicate that some of the variances in the 

simulated data can be explained by 

experimental data. Therefore, the observed 

agreements show that GATE simulation 

platform is capable of mimicking the GSO 

detector responses of the micro PET prototype 

under the study. The observed minor 

differences between GATE simulated and 

XCOM measured data for absorbed intensity 

ratio in GSO could be mainly due to photon 

scattering and its subsequent detection by the 

same crystal, but in a different module during 

simulations. 

 

Survived intensity ratio after interacting with 

cuboid lead (Pb) blocks 
The survived intensity ratios obtained using 

GATE and those predicted using the online 

XCOM software are plotted in Figure 9A. The 

results show that there is an agreement between 

the GATE simulated and XCOM data for 

survived intensity ratio in a cuboid lead (Pb) 

block-placed in front of the GSO detector 

crystals because the coefficients of 

determination (R
2
) for the two data set is 0.973 

and the polynomial-fitted data produced two 

overlapping bands at 95% confidence (Figure 

9B). Since the value of R
2 

is closer to 1 

(97.3%), this implies that the simulated and 

experimental measured values are also closer.  

Also, by having two overlapping bands at 

95% confidence (Figure 9B) implies that some 

variances in the simulated data can be 

explained by XCOM data. This agreement 

demonstrates the reliability of GATE 

for accurately predicting GSO detector 

responses of the micro PET scanner. The 

observed discrepancies could be due mainly to 

photon scattering (in detector crystals) and its 

subsequent detection by the same crystal, but in 

a different module that resulting to the 

increasing number of hits in simulations. 
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Figure 9: XCOM and GATE simulated data for survived intensity ratio in lead (Pb) cuboid blocks 

(A) data points plot (B) polynomial-fitted data. 

 

Conclusion 
In this study, it has been shown that the 

simulation of a micro PET system employing 

pixelized dual layer GSO detector modules is 

feasible with GATE simulation platform. 

Subsequently, the developed GATE algorithm 

was used to evaluate the performance and 

response of the GSO detector by comparing the 

simulated data to the experimental and XCOM 

data to validate the simulation platform and 

procedure. The simulated data agreed well with 

the experimental and XCOM data. This 

agreement demonstrates the ability of GATE 

simulation platform in accurately modelling or 

simulating the performance and responses of 

the Gd2SiO5 (GSO) scintillator detector of the 

micro PET system. The developed 

and validated GATE simulation algorithms will 

be used in the future for simulating optimal 

collimator design, develop and assessing the 

image reconstruction algorithms and 

acquisition protocols for a novel medical 

imaging modality, which will be implemented 

in the existing micro PET prototype. 
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