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Despite sentiment analysis being one of the most popular applications in
Natural  Language  Processing  (NLP),  most  studies  are  skewed  towards
languages with a rich corpus (language database). Less emphasis has been
placed  on  low-resource  languages  like  Swahili.  Swahili  is  the  official
language of the African Union and of 4 countries in East Africa,  and is
spoken by  many people  on  the African  continent.  This  study  performed
sentiment analysis using 3,000 tweets hosted on the Zindi Africa platform.
Data was  processed  using a  term frequency-inverse document  frequency
vectorization  method,  and  five  classical  machine  learning  algorithms
(RandomForest,  XgBoost,  and  CatBoost,  HistogramGradientBoost,
LightGradientBoos) were trained and evaluated using the collected tweets.
We  found  that  CatBoost  produced  the  highest  performance  in  general
compared to other classical models, with 0.610 accuracy, 0.470 F1 score,
0.522 Precision and 0.462 Recall.  The F1-score of 0.47 indicates modest
performance and reflects the challenges posed by the small dataset and the
complexity  of  Swahili  sentiment  analysis.  This  study  offers  a
comprehensive overview of  the relative performance of  various classical
machine learning models applied to Swahili social media sentiment data.
These insights can help researchers make informed choices when selecting
appropriate classical machine learning algorithms for sentiment analysis in a
similar context.

Introduction 
Sentiment  analysis  has  gained  much

attention in recent  years.  Sentiment analysis
is a subfield of Natural Language Processing
(NLP)  that  deals  with  determining  the
emotional  tone  behind  a  piece  of  text,
whether  it  is  positive,  negative,  or  neutral
(Zhang et  al.  2023).  Sentiment analysis can
be used in a variety of applications, including
social media. Social media sentiment analysis

can  help  businesses  and  organizations
understand how Swahili  speakers  feel  about
their  products,  services,  or  brands  and,
consequently, make informed decisions.

Despite sentiment analysis being one of the
most  popular  applications  in  NLP,  most
studies  are  skewed  towards  languages  with
rich  language  databases  (Muhammad  et  al.
2022).  Less  emphasis  has  been  placed  on
low-resource languages which have limited
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data  availability  recorded  in  the  language
databases,  like Swahili, an official  language
of  the  African  Union  and  is  spoken  by  4
countries  in  East  Africa  including  DRC,
Kenya, Tanzania and Uganda (Chonka et al.
2023). 

There are various approaches to sentiment
analysis,  including rule-based  and  machine-
learning  methods.  Rule-based  methods  rely
on  a  predefined  set  of  rules  to  identify
sentiment  (Berka  2020).  Thus,  rule-based
methods  may  be  prone  to  overfitting,
particularly if  the dataset  used to create the
rules  is  not  diverse  or  representative  of  the
population (Kamal 2013). Machine Learning
(ML)  based  methods  use  statistical
algorithms to learn patterns in text data and
make  predictions  about  the  sentiment
expressed. Thus, can generalize well from the
training  data  and  can  handle  unseen  data,
making  them  well-suited  for  sentiment
analysis  tasks  (Kursa  and  Rudnicki  2010,
Ibrahim et al. 2020, Tanha et al. 2020). Also,
Machine learning models  can  be trained  on
different datasets, enabling them to adapt to
different  writing  styles,  languages,  and
domains (Nguyen et al. 2023).

Standard sentiment analysis subtasks, such
as polarity  classification  (positive,  negative,
neutral), are widely considered saturated and
solved,  with  an  accuracy  of  over  90%  in
certain languages and the focus has been on
the state-of-the-art Deep learning techniques
such as transformers and multilingual models
(Muhammad  et  al.  2022).  But  so  many
challenges  exist  to  date  in  low-resource
African  languages  such  as  Swahili.
Additionally, African languages present other
difficulties  for  sentiment  analysis,  such  as
handling tone, code-switching, and digraphia
(Adebara and Abdul-Mageed 2022). Existing
work  in  sentiment  analysis  for  African
languages  has  therefore  mainly  focused  on
polarity  classification  to  improve
performance  (Muhammad  et  al.  2022,
Adebara and Abdul-Mageed 2022).

This paper  presents  a  comparison  of
classical  ML  algorithms  for  Swahili
sentiment analysis. Classical  ML algorithms
are  a  set  of  established  and  traditional
techniques  that  were  developed  before  the

emergence  of  deep  learning  algorithms.
Classical ML algorithms are used for various
tasks  such  as  classification,  regression  and
clustering.  Classical  ML algorithms provide
more  interpretable  results  and  are  efficient
with limited data compared to deep learning
models (Gao and Guan 2023). The algorithm
was selected after performing a series of ML
experiments  on  the  five  classical  ML
algorithms:  RandomForest,  XgBoost,  and
CatBoost,  HistogramGradientBoost,
LightGradientBoost,  using  a  dataset
consisting  of  Swahili  tweets.  These  five
classical ML algorithms were selected based
on their performance when trained on limited
data  (Zhang  et  al.  2023).  Preprocessing
techniques  such  as  the  TF-IDF  (Term
Frequency-Inverse  Document  Frequency)
vectorization  method  and  over-sampling
method were applied to improve the quality
of the dataset. 

This paper  aims  to  identify  the  most
suitable classical ML model for social media
sentiment  analysis  that  will  be  capable  of
performing  analysis  under  low  resource
constraints.  The  goal  is  to  benchmark
classical  ML methods  on  Swahili  data  and
demonstrate  both  challenges  and  the
suitability of classical  ML models for small
datasets. The significance of this study lies in
the potential to use classical ML algorithms
to automatically comprehend Swahili  public
opinion on a variety of topics and make well-
informed  decisions  based  on  social  media
sentiment. This study can be especially useful
for  organizations  seeking  an  approach  to
assess  consumer  perception  as  well  as  for
governments  to  monitor  public  opinion  on
particular  policies.  The  study  also  provides
future directions and recommendations.

Literature Review
Text Vectorization Methods

Text vectorization  is  a  crucial  step  in  the
ML process when working with text data. It
involves converting text data into numerical
representations that can be used as input for
ML models (Shahmirzadi et al. 2019). Count
vectorization and TF-IDF (Term Frequency-
Inverse  Document  Frequency)  vectorisation
are  the  two  methods  commonly  used  to
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convert  text  data  into  numerical
representations.

Count vectorization, also known as a bag of
words,  is  a  method of  converting  text  data
into  numerical  representations  by  counting
the occurrences of each word in a document
(Zhou  2021).  This  method  creates  a  sparse
matrix where each column represents a word,
and  each  row  represents  a  document.  This
method  has  been  widely  used  in  natural
language  processing  tasks  such  as  text
classification and sentiment analysis (Das and
Chakraborty  2018).  Hence,  this method can
be  applied  to  a  large  corpus  of  text  data,
making  it  highly  scalable.  However,  Count
vectorization only considers the frequency of
words  and  does  not  capture  semantic
relationships between words, leading to a loss
of context (Zhou 2021).

TF-IDF vectorization,  short  for  the  term
frequency-inverse  document  frequency,  is  a
method of converting text data into numerical
representations by weighting the occurrences
of each word in a document (Padurariu and
Breaban  2019).  This  method  also  creates  a
sparse matrix, where the values in each cell
represent  the  TF-IDF score  of  that  word  in
the  corresponding  document.  The  TF-IDF
score  is  calculated  by  multiplying  the  term
frequency (tf) of a word in a document by the
inverse  document  frequency  (idf)  of  that
word in the entire corpus, which, as a result,
improves the performance of ML models in
text classification tasks (Das and Chakraborty
2018).
Methods for Handling the Data Imbalance

An  imbalance of  data  can  affect  the
performance of an ML model (Kim and Kim
2018).  For instance,  when an  ML model  is

trained  on  data  with  a  target  that  has  an
unequal distribution of classes (imbalance), it
can perform well on the majority classes but
poorly on the  minority  classes  presented  in
the same data (Padurariu and Breaban 2019).
This  could  lead  to  the  model's  poor
performance  when  deployed  in  real-world
settings.  Oversampling  and  Undersampling
are  common  methods  used  to  address  the
problem of dataset imbalance.

Oversampling methods  tend  to  generate
more data on the minority class to increase its
representation in the dataset, as presented in
Figure  1.  This  creates  a  balanced  dataset,
which  contains  an  equal  distribution  of
classes. A study by (Le 2022) found that the
equal distribution of classes in Oversampling
methods improves learning about the sample
distribution in an efficient manner. Common
oversampling  method  are  random
oversampling,  SMOTE  (Synthetic  Minority
Over-sampling  Technique),  and  ADASYN
(Adaptive  Synthetic  Sampling)  (Haluska  et
al. 2022). SMOTE, which generates synthetic
samples using interpolation between minority
class  instances,  is  widely  used  due  to  its
simplicity and effectiveness. However, it has
limitations,  such  as  amplifying  noise,
generating unrealistic samples, and failing to
capture  the  complex  structures  of  minority
classes.  Despite  many  advanced  SMOTE
variants  such  as  Borderline  SMOTE,  Safe-
level  SMOTE,  ADASYN,  SVM  SMOTE,
CDSMOTE,  and  Deep  SMOTE,  standard
SMOTE remains popular for its competitive
performance  and  efficiency  (Rawat  and
Mishra 2024),  which is why it  was used in
this study.

573



Tunga and David - A Comparative Study for Classical Machine Learning Models for Swahili 

Figure 1: Oversampling Technique.

Undersampling methods tend to reduce the
number of instances of the majority classes in
a  dataset, as presented in Figure 2. This can
be  done  by  randomly  removing  instances
from  the  majority  classes  until  the  class
distribution is balanced, or by using a specific
algorithm to select  a  subset  of  instances  to
remove  (Haluska  et  al.  2022).  Thus,

undersampling methods can lead to a loss of
information  (Rawat  and  Mishra  2024).  In
general,  oversampling  methods  outperform
undersampling  because  they  balance  the
dataset without discarding valuable majority
class  data,  resulting  in  improved  model
performance (Haluska et al. 2022). 

Figure 2:Undersampling Technique.

Classical Machine Learning Models
This  section  describes  common  classical

ML  algorithms:  Random  Forest,  XGBoost,
CatBoost,  LightGradientBoost  and
HistogramGradientBoost  for  text
classification and sentiment analysis.
Random Forest

Random Forest is an ensemble method that
combines multiple decision trees to improve
the  accuracy  and  robustness  of  the
predictions. Random Forest has the ability to
utilise  a  combination  of  unigrams  (single
words),  bigrams  (pairs  of  words),  and
trigrams (triplets of words) as input features,
and  it  can  effectively  handle  high-
dimensional  data,  making  it  particularly
valuable in low-resource settings (Kursa and

Rudnicki 2010; Khan et al. 2024b). However,
Random  Forest  has  limitations  in  handling
data  sparsity  and  informal  usage,  such  as
spelling  variations,  making  it  less  effective
for  low-resource  languages  than  context-
aware models like BERT. But deep learning
models like BERT need substantial  labelled
data  for  tasks  like  sentiment  analysis  or
classification.  In  low-resource  settings,
annotated  datasets  are  scarce  or  costly  to
produce,  which  limits  BERT’s  performance
and  often  leads  to  overfitting  (Khan  et  al.
2024b).
Xgboost

The  XGBoost  algorithm,  also  known  as
Extreme  Gradient  Boosting,  is  an  ML
technique based on  gradient boosting, which
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combines  several  weak  learners  to  form  a
strong ensemble model (Zhang et al.  2025).
In low-resource languages like Tamil, Malay
and Swahili,  where large annotated datasets
especially for tasks like speech or sentiment
analysis are scarce, XGBoost handles limited
data  well,  manages  high-dimensional
features,  and captures  complex relationships
compared  to  training  deep  learning
approaches. (Zhang et al. 2023; Zhang et al.
2025;  Khan  et  al.  2024b).   However,
XGBoost is known to be prone to overfitting,
especially when the data is noisy (Bentéjac et
al. 2021). This can lead to poor generalization
performance on unseen data.
CatBoost 

CatBoost  is a gradient boosting algorithm,
specifically  designed  to  handle  categorical
variables  effectively.  It  performs  well  on
small datasets and is particularly suitable for
high-dimensional  sparse  data,  such  as  text
(Ibrahim et al. 2020). Its built-in support for
handling  class  imbalances  through  the
class_weights  parameter  often  allows  it  to
outperform  many  other  machine  learning
algorithms  in  supervised  learning  tasks
involving  imbalanced  data  (Ibrahim  et  al.
2020).  Additionally,  CatBoost  requires  less
manual  feature  engineering,  which  is
especially  valuable in low-resource settings.
Its ordered boosting and Bayesian averaging
further  enhance  performance  when  data  is
limited.  However,  optimizing  model
performance through parameter tuning can be
challenging  (Tanha  et  al.  2020).  Parameter
tuning  is  the  process  of  selecting  the  best
value for ML model’s hyperparameters. This
task  is  challenging  due  to  complex
hyperparameters  ineteractions,  large  search
spaces and high risk of overfitting (Tanha et
al. 2020). 
LightGradientBoost

LightGradientBoost is a ML algorithm that
is  based  on  the  popular  Gradient  Boosting
algorithm. Gradient boosting is effective for
low-resource languages like Swahili because
it  can  handle  high-dimensional  and
imbalanced  data  without  relying  heavily  on
extensive  NLP  tools,  which  are  often
unavailable  for  low-resource  languages
(Khan et al. 2024a; Vitorino et al. 2023]. The

LightGradientBoost  algorithm  works  by
building  a  series  of  decision  trees,  each  of
which is trained to correct the errors made by
the  previous  tree.  Hence,  the
LightGradientBoost  can  significantly
outperform  other  machine-learning
algorithms in terms  of  computational  speed
and  memory  consumption  (Ke  et  al  2017).
These benefits make it particularly appealing
for  low-resource  language  tasks,  where
limited  computational  resources  and  data
availability pose significant challenges.
HistogramGradientBoost 

HistogramGradientBoost is  an  algorithm
that is used for gradient boosting in ML. It is
a  variation  of  the  traditional  gradient-
boosting  algorithm  that  uses  histograms  to
represent the input data (Hang et al 2021). It
divides  the  input  data  into  small  bins  or
intervals and creates a histogram to represent
the data in each bin. Thus, the algorithm then
uses these histograms to build a decision tree
that  can  be  used  to  make  predictions.  The
algorithm can handle high-dimensional data,
such as text  data,  which can be difficult  to
classify using traditional  methods (Huyut et
al. 2022). It also tends to be more robust to
overfitting  than  other  algorithms,  as  the
histograms  used  as  input  are  less  prone  to
noise  and  outliers  (Kim  and  Kim  2018).
These  features  are  particularly  valuable  in
low-resource language settings, where data is
often sparse  and  noisy.  However,  it  can be
computationally expensive, as the histograms
need to be created and the gradient boosting
classifier  needs  to  be  trained  (Fan  et  al.
2024).

Methodology
Data Collection

This  study used secondary  data hosted on
the  Zindi  Africa  platform.  The  data  was
originally  collected  from  Twitter  by  East
Africa Zindi ambassadors. The dataset had a
size  of  3000  tweets  before  performing
cleaning  and  preprocessing.  The  collected
tweets  were  manually  annotated  using  an
overall  polarity:  positive  (1),  negative  (-1)
and neutral (0) as presented in Table 1.     
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Table 1: Distribution of Sentiment categories.

Category Number of 
Tweets

Sample

Neutral (0) 1,765 telecom3 samahani wapendwa hiv inawezekanaje 
mtu kushwap laini mtu anaitumia

Positive (1) 913 telecom3tz hongereni mtandao kwanza kuongoza 
zoezi usajili alama vidole

Negative (-1) 322 mtandao telecom1 una tatizo simu siku tatu leo 
mambo hayasongi vizuri

Data Cleaning and Preprocessing
The  Swahili tweets  were  cleaned  by

converting  all  characters  to  lowercase  and
removing  punctuation,  special  characters,
numbers,  hashtags,  emojis  and  URLs.  This
basic  cleaning  helped  standardize  the  input
and reduce  irrelevant  noise for  the machine
learning  models.  The  TF-IDF  text
vectorization method was used to convert the
cleaned  Swahili  tweets  into  a  numerical
representation  by  computing  the  Term
Frequency  (TF)  and  Inverse  Document
Frequency  (IDF)  of  each  token  (word)  in
every  tweet  written  in  Swahili  within  the
corpus. The method produced a transformed
dataset  that  has  3,000  rows  of  data  and
12,679 features in numerical representation.
Machine Learning Experiments 

Multiple ML experiments  were performed
to  find  the  ML  algorithms  for  sentiment
analysis that produce the best results.
All  experiments  were  conducted  on  a  Dell
XPS laptop running Windows 10, equipped
with an Intel Core i7 processor and 8 GB of
RAM.  In  the  first  experiment,  we  use  the

default dataset with 3000 rows of sentiment
data, which contains an unequal distribution
of the target  features  (class imbalance).  We
trained five different ML algorithms, such as
Random  Forest,  Xgboost,  Catboost,
HistogramGradientBoost  and
LightGradientBoost.

The ML training process was implemented
using the cross-validation technique to avoid
overfitting as  presented  in  Figure  3.  Cross-
validation technique was used to evaluate the
performance  of  the  developed  sentiment
analysis  model.  In  each  iteration,  involved
dividing the dataset into five subsets, training
the model on four subsets and testing it  on
one subset. The goal of cross-validation was
to  provide  a  more  robust  evaluation  of  the
model's  performance  for  Swahili  sentiment
analysis,  as  it  accounts  for  the  uncertainty
caused by the specific data used for training
and  testing.  It  also  helped  to  prevent
overfitting by assessing the model's ability to
generalize to new data.

Figure 3: Development of the Sentiment analysis model and results.
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In  the  second  ML  experiment,  the  first
oversampling  method,  called  random
oversampling, was  applied to generate more
data on the preprocessed dataset in order to
balance the number of classes on the target
column from 3,000 samples to 4,236 samples.
The random oversampling method generated
new  samples  by  randomly  sampling  with
replacement  from  the  current  available
samples. The final dataset was trained on the
same ML algorithms for  sentiment  analysis
using  cross-validation  technique  with  five
folds.

In  the  third  ML  experiment,  SMOTE
(Synthetic  Minority  Oversampling
Technique)  was  applied  to  generate  more
data  on  the  preprocessed  dataset,  thereby
balancing the number of classes in the target
column.  SMOTE  balanced  the  class
distribution by randomly replicating minority
class examples from 3,000 samples to 4,236
samples,  as  presented  in  Table 2.  The final
dataset  was  trained  on  the  same  ML
algorithms for sentiment analysis using cross-
validation technique with five folds.

Table 2: Implementation of the SMOTE Method.

Target Classes Original 
Distribution

SMOTE Results

Positive (1) 913 913
Negative (-1) 322 1,558
Neutral (0) 1,765 1,765
Total 3,000 4,236

In  the last  ML  experiments,  the  third
oversampling  method,  called  ADASYN
(Adaptive  Synthetic  Sampling  Approach),
was  applied  to  generate  more  data  on  the
preprocessed  dataset.  The  ADAYSN
generated  different  numbers  of  samples
depending  on  an  estimate  of  the  local
distribution of  the class  to  be  oversampled;
the  method  produced  a  total  of  4,207
samples. The final dataset was trained on the
same ML algorithms for  sentiment  analysis
using a cross-validation technique with five
folds.
Model Evaluation Metrics

In  this study,  the  accuracy  and  F1-score
were used to evaluate the performance of the
ML models  for  Swahili  sentiment  analysis.
Accuracy represents the proportion of correct
predictions made by the ML model.  In this
study,  accuracy  was  calculated  by  dividing
the number of correct predictions by the total
number  of  predictions.  In  addition,  the  f1-
score was used to evaluate the performance
of  the  ML  models  for  Swahili  sentiment
analysis because of the imbalanced nature of
the dataset used in this study.  F1-score is the

harmonic  mean  of  precision  and  recall  as
shown in Equation (1) (Vakili et al. 2020):

F 1−score=2⋆ Precision ⋆Recall
Precision+Recall❑

=

2TP
2TP+FP+FN                  (1)

Results
This section presents the results of the four

ML experiments  followed by the respective
discussion of the results.
First Experiment

In  the first  ML experiment,  3,000 feature
vectors  were  formed  based  on  the  3,000
Swahili tweets.  ML models were trained on
the imbalance dataset using a cross-validation
technique with five folds.  The results across
all  five  sentiment  models  had  accuracy
ranging from 0.563 to 0.596.  Random Forest
and Catboost have shown the highest score of
0.596  accuracy  and  Precision.  The
Histogramgradientboost  performed  the  least
with an accuracy score of 0.563 and Precision
of 0.330. All five sentiment models had the
same F1 score of 0.290 as presented in Table
3.

Table 3: Training models with an imbalanced dataset
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Sentiment Analysis 
Model

Accuracy F1 score Precision Recall

Random Forest 0.596 0.290 0.490 0.206
Xgboost 0.587 0.290 0.402 0.227
Catboost 0.596 0.290 0.490 0.206
Lightgradientboost 0.566 0.2901 0.471 0.209
Histogramgradientboost 0.563 0.290 0.330 0.259

As  illustrated in Figure 4 below, the Random Forest model demonstrates strong predictive
performance  for  class  “0”,  correctly  classifying  1,626  tweets.  The  model  also  achieves
moderate  accuracy  for  class  “1”,  with  175  tweets  accurately  predicted.  However,  its
performance significantly declines for class “-1”, where only 2 tweets are correctly classified,
indicating a limitation in predicting tweets for this class.

Figure 4: Confusion matrix table for Random Forest model.

Second Experiment
The  second experiment  used  a  balanced

dataset  using  the  RandomOversampling
method. The resulting dataset had a total of
4,236  samples.  Each  class  of  the  target
column  had  an  equal  number  of  1,412
samples;  this  is  more data  compared  to  the
first experiment. The F1 score and accuracy
improved  with  the  increased  size  of  the

dataset. F1-score increased from 0.290 in the
first  experiment  to  0.455  in  the  second
experiment.  Accuracy ranged from 0.548 to
0.613.  The  Xgboost  outperformed  other
sentiment models with an F1-score of 0.455
while  the  Random  Forest  had  the  highest
accuracy of 0.61 but the lowest F1-score of
0.400 as presented in Table 4.

 

Table 4: Training models with balanced dataset using RandomOversampling method.

Sentiment  Analysis
Model

Accuracy F1 score Precision Recall

Random Forest 0.6133 0.400 0.290 0.336
Xgboost 0.560 0.455 0.290 0.559
Catboost 0.553 0.452 0.290 0.543
Lightgradientboost 0.548 0.445 0.290 0.507
Histogramgradientboost 0.566 0.447 0.290 0.514

Third Experiment
The  SMOTE method  was  applied  in  the

third  experiment  to  increase  the size  of  the
minority classes in the dataset. The resulting

dataset  had  a  total  of  4,236  samples.  Each
class had an equal number of 1,412 samples
on the target column. The F1-score improved
the  performance  of  Catboost  and

578



Tanz. J. Sci. Vol. 51(3) 2025

Lightgradientboost  as  compared  to  the
previous experiments. Catboost had a higher
F1-score of 0.47 and Lightgradientboost had
an F1-score of 0.459 as presented in Table 5.

On  the  other  hand,  Random  Forest  had  a
higher accuracy score of 0.62 but the lowest
F1 score of 0.387. 

Table 5: Training models with balanced dataset using SMOTE method.

Sentiment  Analysis
Model

Accuracy F1 Score Precision Recall

Random Forest 0.620 0.387 0.601 0.379
Xgboost 0.598 0.4411 0.516 0.414
Catboost 0.5983 0.470 0.526 0.461
Lightgradientboost 0.588 0.459 0.496 0.434
Histogramgradientboost 0.553 0.440 0.473 0.428

Fourth Experiment
ADASYN method was applied in the fourth

experiment to generate different numbers of
samples depending on an estimate of the local
distribution of the class. The resulting dataset
had a total  of  4,207 samples:  1,412 for  the
neutral class, 1,423 samples for the positive
class  and  1,372  samples  for  the  negative

class.  The Catboost  model  performed better
with  an  F1-score  of  0.464  as  presented  in
Table  6.  Using  accuracy  as  an  evaluation
metric,  Random  Forest,  Xgboost  and
Catboost  performed better  with an accuracy
score of 0.610.

Table 6: Training models with balanced dataset using ADASYN method.

Sentiment  Analysis
Model

Accuracy F1 Score Precision Recall

Random Forest 0.610 0.407 0.641 0.403
Xgboost 0.610 0.445 0.577 0.439
Catboost 0.610 0.464 0.522 0.462
Lightgradientboost 0.570 0.430 0.492 0.426
Histogramgradientboost 0.563 0.439 0.501 0.430

Discussion
In this study, we compared the performance

of five classical ML models to recommend a
model  that  performs better  for  the  Swahili
sentiment  analysis  task  as  a  low-resource
language.  The  challenge  we  faced  was  the
nature of the dataset which was small in size
and  imbalanced.  The  results  indicated  that
CatBoost performed better than the other four
models because of its features that handle text
data well  (Ibrahim et  al.  2020) and also its
ability to handle the imbalance of the target
classes  in  the dataset  using “class_weights”
presented  in  the  algorithm  as  compared  to
other  Classical  ML  models  (Ibrahim  et  al.
2020) .

Among  the  models  tested,  CatBoost
consistently  outperformed  others  across  all
four  experiments,  achieving  F1-scores
ranging  from  0.452  to  0.470  and  accuracy

scores between 0.596 and 0.610. Its relative
success  can  be  attributed  to  its  unique
handling  of  categorical  and  textual  data,
built-in  support  for  imbalanced  classes
through  the  “class_weights”  parameter,  and
its  robustness  in  working  with  small,  high-
dimensional  sparse  datasets.  (Ibrahim et  al.
2020; Siddiq et al. 2022).

Random Forest had better accuracy (0.610)
in  the  second  experiment  because  it  is  an
ensemble of decision trees biased towards the
majority class, thus exhibiting persistent bias
favouring the majority class when trained on
imbalanced  datasets,  contributing  to  better
performance  for  that  class  (Wainberg  et  al.
2016).  This  accuracy  score  is  misleading
because  the  model  performed  well  on  the
majority class (Neutral tweets) but poorly on
the minority class (Negative tweets) with an
average of F1-score 0.400.
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The paper  primarily  relies  on  a  relatively
small  dataset  of  3,000  tweets,  and  this
limitation  raises  concerns  about  the
generalizability  and  robustness  of  the
proposed  models.  No  single  Classical  ML
model in this paper has an F1 score of 0.5 and
above.   Classical  ML models,  especially  in
sentiment analysis, thrive on datasets of large
sizes to capture the patterns and variations in
human  expression.  On  the  other  hand,  the
unavailability of large datasets limits the use
of  more  robust  approaches  that  could  yield
better results such as Deep learning models.
If deep learning approaches were used, such
as transformers and pre-trained models, they
could  lead  to  model  overfitting.  This  study
aimed  to  benchmark  classical  ML methods
on Swahili data and demonstrate the current
challenges,  rather  than  claim  to  have
achieved production-ready performance. It is
crucial  for  future  research  to  address  this
constraint  by incorporating  larger  and  more
diverse datasets to enhance the reliability and
effectiveness of sentiment analysis models in
real-world scenarios.

Conclusion and Future Directions
This  paper presented  a comparison  of  the

performance  of  various  classical  ML
algorithms  for  Swahili  sentiment  analysis.
We found that CatBoost performs better than
the  other  four  algorithms.  The  challenges
associated with the study limited the size of
the dataset used for training and the unequal
distribution of classes in the target column as
observed in the first experiment with the flat
F1 score of 0.290 which was the lowest score
among  the  four  experiments  performed.
Implementation  of  Oversampling  methods
has  a  noticeable  improvement  in  the
performance of the ML models for Sentiment
Analysis.  Better  values  of  FI-score  and
accuracy  were  recorded  from  the  second
experiments  to  the  fourth  experiments
ranging  from  0.387  to  0.470  and  0.553  to
0.620. Overall,  the CatBoost model had the
highest  performance  with  an  F1  score  of
0.470 and an accuracy of 0.610. FI-score was
used as a major determinant for the sentiment
analysis  model  performance  due  to  the
imbalanced nature of the dataset used in this

study.  Accuracy  may  mislead  because
sentiment analysis model performance can be
biased  by  majority  classes.  However,  given
that  all  models  produced  F1-scores  below
0.5,  their  practical  applicability  remains
limited. These low scores suggest the models
would  struggle  to  reliably  detect  minority
sentiments  in  real-world  scenarios,
reinforcing  the  need  for  larger,  more
representative  datasets  and  more  robust
modeling approaches.

The classical ML algorithms applied in this
study offer significant advantages in terms of
model  interpretability  and  explainability,
even  though their  performance may be  low
compared  to  state-of-the-art  deep  learning
approaches. This transparency is particularly
valuable  for  Swahili  sentiment  analysis
applications  where  understanding  the
decision-making process is crucial, such as in
social  media monitoring, customer feedback
analysis  and  content  moderation.  The
interpretable  nature  of  classical  ML models
allows practitioners to identify which features
contribute  most  to  sentiment  predictions
which enable better  feature  engineering and
domain-specific  insights  that  can  inform
future model improvements.

For  the  ML model  for  Swahili  sentiment
analysis  to  be  transitioned  from  research
settings  to  a  real-world  environment,
investment in data collection is crucial. This
study  lays  the  groundwork  for  further
research and underscores the need to enhance
the  Swahili  corpus  for  improved  Swahili
sentiment  analysis  performance.  Future
studies could investigate multilingual transfer
learning by incorporating labelled data from
languages  belonging  to  the  same  Greater
Lake  Bantu  language  sub-group,  such  as
Luganda.  Using  pre-trained  models  fine-
tuned  on  linguistically  similar  languages
could help to address the issue of limited data
size  in  low-resource  settings  like  Swahili.
This  study  serves  as  a  steppingstone  for
advancing sentiment analysis in Swahili and
other underrepresented African languages in
NLP research.
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